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Decoder Recurrent Neural Network

Encoder Recurrent Neural Network
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• Big models: 1000+ layers, tens of 
billions of parameters

• Big data: web pages, search logs, 
social networks, and new 
mechanisms for data collection: 
conversation and crowdsourcing

• Big computing: CPU clusters, GPU 
clusters, and others, provided by 
Azure, etc.





Tasks Typical training data

Image classification Millions of labeled images

Speech recognition Thousands of hours of annotated voice data

Machine translation Tens of millions of bilingual sentence pairs

Human labeling is in general very expensive, and it is hard, if 

not impossible, to obtain large-scale labeled data for rare 

domains.



$0.075 × 30 × 10,000,000 = $22.5𝑀

Cost per word: $0.05-0.10

Average length of a sentence

Assume 10M sentences to translate

Estimated labeling cost for one language 

pair

❑ 7000 different languages that are spoken around the world

❑ The 100-th largest language has over 7 million native 

speakers
100 × 99

2
× $22.5𝑀 ≈ $113𝐵

Number of language pairs for top 100 languages







AI Tasks X → Y Y → X
Machine translation Translation from English to 

Chinese

Translation from Chinese to 

English

Speech processing Speech recognition Text to speech

Image understanding Image captioning Image generation

Conversation Question answering Question generation

Search engine Query-document matching Query/keyword suggestion

Primal Task Dual Task

Currently most machine learning algorithms do not exploit structure 
duality for training and inference.



Dual Learning

• A new learning framework that leverages the primal-dual structure of 
AI tasks to obtain effective feedback or regularization signals to 
enhance the learning/inference process.

• Algorithms
• Dual unsupervised learning (NIPS 2016)

• Dual supervised learning (ICML 2017)

• Multi-agent dual learning (ongoing work)



If you don’t have enough labeled data for training,

Dual Unsupervised Learning 
can leverage structural duality to learn from unlabeled data

NIPS 2016



Dual Unsupervised Learning

English sentence 𝑥 Chinese sentence
𝑦 = 𝑓(𝑥)New English sentence 

𝑥′ = 𝑔(𝑦)

Feedback signals during the loop:
• 𝑅 𝑥, 𝑓, 𝑔 = 𝑠 𝑥, 𝑥′ : BLEU of 𝑥′ given 𝑥 . 
• 𝐿(𝑦) and 𝐿(𝑥′): Language model of 𝑦 and 𝑥’

Primal Task  𝑓: 𝑥 → 𝑦

Dual Task  𝑔: 𝑦 → 𝑥

Agent Agent

Ch->En translation

En->Ch translation

Reinforcement Learning algorithms can be used to improve both 
primal and dual models according to feedback signals



Experimental Setting

• Baseline: Neural Machine 
Translation (NMT)
• One-layer RNN model, trained using 

100% bilingual data (10M)
• Neural Machine Translation by Jointly 

Learning to Align and Translate, by 
Bengio’s group (ICLR 2015)

• Our algorithm:
• Step 1: Initialization

• Start from a weak NMT model learned 
from only 10% training data (1M)

• Step 2: Dual learning
• Use the policy gradient algorithm to 

update the dual models based on 
monolingual data NMT with 10%

bilingual data
Dual learning with
10% bilingual data

NMT with 100%
bilingual data

BLEU score: French->English

↑ 0.3 (1%)

↓ 5.0 (17%)

Starting from initial models obtained from only 10% bilingual data, dual learning can 
achieve similar accuracy as the NMT model learned from 100% bilingual data!



Dual learning: automatically generate 

reinforcement feedback for unlabeled data, 

multiple tasks involved.

Unsupervised/semi-supervised learning: 

no feedback signals for unlabeled data, 

only one task. 

Multi-task learning: multiple tasks share 

the same representation. 

Dual learning: dual tasks don’t need to 

share representations, only if the loop is 

closed.

Transfer learning: use auxiliary tasks to

boost the target task.

Dual learning: all the tasks are mutually 

and simultaneously boosted.

Co-training: one task, assuming different 

feature sets that provide complementary 

information about the instance . 

Dual learning: multiple tasks involved, no 

assumption on feature set.



Probabilistic View of Structural Duality

• The structural duality implies strong probabilistic connections 
between the models of dual AI tasks.

• This can be used beyond unsupervised learning
• Structural regularizer to enhance supervised learning

• Additional criterion to improve inference

𝑃 𝑥, 𝑦 = 𝑃 𝑥 𝑃 𝑦 𝑥; 𝑓 = 𝑃 𝑦 𝑃 𝑥 𝑦; 𝑔

Primal View Dual View



If you don’t have additional unlabeled data for training,

Dual Supervised Learning
can learn from labeled data more effectively

ICML 2017



Dual Supervised Learning

Labeled data 𝑥 label 
𝑦 = 𝑓(𝑥)

𝑥 = 𝑔(𝑦)

Feedback signals during the loop:
• 𝑅 𝑥, 𝑓, 𝑔 = |𝑃 𝑥 𝑃 𝑦 𝑥; 𝑓 − 𝑃 𝑦 𝑃 𝑥 𝑦; 𝑔 |: the gap between 

the joint probability 𝑃(𝑥, 𝑦) obtained in two directions

Primal Task  𝑓: 𝑥 → 𝑦

Dual Task  𝑔: 𝑦 → 𝑥

Agent Agent

min |𝑃 𝑥 𝑃 𝑦 𝑥; 𝑓 − 𝑃 𝑦 𝑃 𝑥 𝑦; 𝑔 |

max log𝑃(𝑦|𝑥; 𝑓)

max log𝑃(𝑥|𝑦; 𝑔)

Label 𝑦

𝑃 𝑥, 𝑦
= 𝑃 𝑥 𝑃 𝑦 𝑥; 𝑓
=𝑃 𝑦 𝑃 𝑥 𝑦; 𝑔



Results

Theoretical Analysis
• Dual supervised learning generalizes better than standard supervised learning

The product space of the two models 
satisfying probabilistic duality: 
𝑃 𝑥 𝑃 𝑦 𝑥; 𝑓 = 𝑃 𝑦 𝑃 𝑥 𝑦; 𝑔

En->Fr Fr->En En->De De->En

NMT Dual learning↑2.1 (7%) ↑0.9 (3%)

↑1.4 (8%)
↑0.1 (0.5%)



Human Parity 
In Machine 
Translation

//newstest2017 

AI  score: 69.5

Human score: 69.0

Dual learning

Deliberation learning

@2018.3





Refresh of Dual Learning

English sentence 𝑥 Chinese sentence
𝑦 = 𝑓(𝑥)New English sentence 

𝑥′ = 𝑔(𝑦)

Feedback signals during the loop:
• Δ𝑥 𝑥, 𝑥′; 𝑓, 𝑔 : similarity of 𝑥′ and 𝑥;
• Δ𝑦 𝑦, 𝑦′; 𝑔, 𝑓 : similarity of 𝑦′ and 𝑦;  

Primal Task  𝑓: 𝑥 → 𝑦

Dual Task  𝑔: 𝑦 → 𝑥

Agent Agent

Zh→En translation

En→Zh translation

Policy gradient is used to improve both primal and dual models 
according to feedback signals

(NIPS 2016)

Training objective function:
1

‖ℳ𝑥‖
෍

𝑥∈ℳ𝑥

Δ𝑥 𝑥, 𝑔 𝑓 𝑥 +
1

‖ℳ𝑦‖
෍

𝑦∈ℳ𝑦

Δ𝑦 𝑦, 𝑓 𝑔 𝑦



Motivation

English sentence 𝑥 Chinese sentence
𝑦 = 𝑓(𝑥)New English sentence 

𝑥′ = 𝑔(𝑦)

In this loop, 
𝑓: generator  𝑦′ = 𝑓 𝑥 ;
𝑔: evaluator of 𝑓; Δ𝑥(𝑥, 𝑔(𝑦′))
Evaluation quality plays a central role. 

Primal Task  𝑓: 𝑥 → 𝑦

Dual Task  𝑔: 𝑦 → 𝑥

Agent Agent

Zh→En translation

En→Zh translation

Employing multiple agents can improve evaluation qualities:
Multi-Agent Dual Learning



Framework

English sentence 𝑥 Chinese sentence
𝑦 = 𝐹𝛼(𝑥)New English sentence 

𝑥′ = 𝐺𝛽(𝑦)

Primal Task 𝐹𝛼: 𝑥 → 𝑦

Dual Task  𝐺𝛽: 𝑦 → 𝑥

Agent Agent

Zh→En translation

En→Zh translation

𝜶𝟎

𝛼1

𝛼2

𝜷𝟎
𝛽1

𝛽2

𝑓𝑖 is fixed (𝑖 ≥ 1)
𝐹𝛼 = σ𝑖=0

𝑁−1𝛼𝑖𝑓𝑖

𝑔𝑗 is fixed (𝑗 ≥ 1)

𝐺𝛽 = σ𝑗=0
𝑁−1𝛽𝑗𝑔𝑗

Feedback signals during the loop:
• Δ𝑥 𝑥, 𝑥′; 𝐹𝛼, 𝐺𝛽 : similarity of 𝑥′ and 𝑥;

• Δ𝑦 𝑦, 𝑦′; 𝐺𝛽 , 𝐹𝛼 : similarity of 𝑦′ and 𝑦;  

Training objective function:
1

‖ℳ𝑥‖
෍

𝑥∈ℳ𝑥

Δ𝑥 𝑥, 𝐺𝛽 𝐹𝛼 𝑥 +
1

‖ℳ𝑦‖
෍

𝑦∈ℳ𝑦

Δ𝑦 𝑦, 𝐹𝛼 𝐺𝛽 𝑦

Train and update 𝑓0 and 𝑔0



A Computation-Efficient Solution

• It is too cost to load 2𝑁 models into GPU memory
• An off-policy way:

• Given an 𝑥,  ො𝑦 ∼
1

𝑁−1
σ𝑖=1
𝑁−1𝑓𝑖(𝑥); Given a 𝑦, ො𝑥 ∼

1

𝑁−1
σ𝑗=1
𝑁−1𝑔𝑗

• Calculate 𝑃𝑥→ ො𝑦 =
1

𝑁−1
σ𝑖=1
𝑁−1𝑃(ො𝑦|𝑥; 𝑓𝑖), 𝑃𝑦→ ො𝑥 =

1

𝑁−1
σ𝑗=1
𝑁−1𝑃(ො𝑥|𝑦; 𝑔𝑗)

𝐴 ො𝑦→𝑥 = σ𝑗=1
𝑁−1𝑃(𝑥| ො𝑦; 𝑔𝑗), 𝐴 ො𝑥→𝑦 = σ𝑖=1

𝑁−1𝑃(𝑦| ො𝑥; 𝑓𝑖)

• 𝑓0 = 𝑓0 − 𝜂∇𝑓0 ቈ

቉

𝑁−1 𝑃𝑥→ෝ𝑦+𝑃 ො𝑦 𝑥; 𝑓0
𝑁𝑃𝑥→ෝ𝑦

log
𝐴ෝ𝑦→𝑥+𝑃 𝑥 ො𝑦; 𝑔0

𝑁
+

𝑁−1 𝑃𝑦→ෝ𝑥+𝑃 ො𝑥 𝑦; 𝑔0
𝑁𝑃𝑦→ෝ𝑥

log
𝐴ෝ𝑥→𝑦+𝑃 𝑦 𝑥; 𝑓0

𝑁

• Similar for 𝑔0
• The GPU only needs to load 2 models only

• If we focus on one-direction translation, only 1 model needs to be loaded



IWSLT 2014 (<200k bilingual data)
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State-of-the-art results
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WMT 2014 (4.5M bilingual data)

• On Bench-mark dataset WMT 2014,

28.4

32.15

28.4

32.15
29.44

32.99
29.93

34.98

30.05
33.4

30.67

35.64

En-to-De (+0M monolingual) De-to-En (+0M monolingual) En-to-De (+8M monolingual) De-to-En (+8M monolingual)

Transformer Standard Dual Multi-Agent Dual

State-of-the-art results
with WMT2014 data only

En↔De: 2 × 3 agents



WMT 2016 Unsupervised NMT (0 bilingual data)

17.2 18.01
19.3

21
22.17

23.83

Facebook's Transformer Standard Dual Multi-Agent Dual

En-to-De De-to-En

En↔De: 2 × 3 agents



WMT En->De 2016∼2018

2016 2017 2018

Facebook’s model (single) 37.04 ± 0.16 31.86 ± 0.21 44.63 ± 0.12

Facebook’s model (ensemble) 37.99 32.80 46.05

Multi-Agent Dual (Single) 40.71 ± 0.08 33.47 ± 0.15 48.97 ± 0.06

Multi-Agent Dual (Ensemble) 41.19 34.12 49.77



• Improve the efficiency of unlabeled data

• Also works for semi-supervised learning

Dual unsupervised 

learning

• Improve the efficiency of labeled data

• Focus on probabilistic connection of structure duality

Dual supervised 

learning

• Ensemble of multiple primal and dual models to improve data efficiency

• Works for both labeled and unlabeled data

Multi-agent dual 

learning



More on Dual Learning

• DualGAN for image translation (ICCV2017)

• Dual face manipulation (CVPR 2017)

• Semantic image segmentation (CVPR 2017)

• Question generation/answering (EMNLP 2017)

• Image captioning (CIKM 2017)

• Dual transfer learning (AAAI 2018)

• Unsupervised machine translation (ICLR 2018/2018)



More on Dual Learning

• Model-level dual learning (ICML 2018)

• Conditional image translation (CVPR 2018)

• Visual question generation/answering (CVPR 2018)

• Face aging/rejuvenation (IJCAI 2018)

• Safe Semi-Supervised Learning (ACESS 2018)

• Image rain removal (BMVC 2018)

• …



More on Dual Learning

• Basic idea: leverage structure duality for machine learning

• Works for different learning settings
• Unsupervised learning, supervised learning, transfer learning, inference, …

• Applied to many applications
• Machine translation, question answering/generation, …

• Image classification/generation, sentiment classification/generation, …

• Image translation, face manipulation, …





Background

• Neural machine translation models are usually based on autoregressive 
factorization

𝑃 𝑦 𝑥
= P y1 𝑥 × P y2 y1, 𝑥
× ⋯× P yT y1, … , 𝑦𝑡−1, 𝑥

Masked Multi-head
Self Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Emb Emb Emb Emb

y1 y2 y3 y4

<sos> y1 y2 y3

Multi-Head
Self Attention

Context

Emb Emb Emb

x1 x2 x3

FFN FFN FFN

×M



Inference latency bottleneck

• Parallelizable Training v.s. Non-parallelizable Inference

Masked Multi-head
Self Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Emb Emb Emb Emb

y1 y2 y3 y4

<sos> y1 y2 y3

Multi-Head
Self Attention

Context

Emb Emb Emb

x1 x2 x3

FFN FFN FFN

×M

Masked Multi-head
Self Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Emb Emb Emb Emb

y1 y2 y3 y4

<sos> y1 y2 y3

Multi-Head
Self Attention

Context

Emb Emb Emb

x1 x2 x3

FFN FFN FFN

×M

Inference time
per example

Transformer (6-layer encoder-
decoder NMT)

700ms

ResNet (50-layer classifier) 60ms



Non-autoregressive NMT

Multi-Head
Self Attention

Multi-Head 
Positional Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Emb Emb Emb Emb

y1 y2 y3 y4

M× N×

Copy

Multi-Head
Self Attention

Context

Emb Emb Emb

x1 x2 x3

FFN FFN FFN

Use a deep neural network to predict target length

Use a deep neural network to copy source 
embedding to target embedding

Generate target tokens in parallel



Non-autoregressive NMT (NART v.s. ART)
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Multi-Head
Self Attention

Multi-Head 
Positional Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN
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Max
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Soft
Max

Soft
Max

Emb Emb Emb Emb

y'1 y'2 y'3 y'4

N×

Multi-Head
Self Attention
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Emb Emb Emb

x1 x2 x3

FFN FFN FFN

y1 y2 y3 y4

Phrase->phrase 
translation

Copy



Multi-Head
Self Attention

Multi-Head 
Positional Attention

Multi-Head 
Encoder-to-Decoder Attention

FFN FFN FFN FFN

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Emb Emb Emb Emb

y1 y2 y3 y4

N×
Copy

Multi-Head
Self Attention

Context

Emb Emb Emb

x1 x2 x3

FFN FFN FFN

Linear transform

Discriminator
Adversary training







Source vor einem jahr oder so , las ich eine studie , die mich wirklich

richtig umgehauen hat .

Target i read a study a year or so ago that really blew my mind wide 

open .

Transforme

r

one year ago , or so , i read a study that really blew me up 

properly .

NART so a year , , i was to a a a year or , read that really really really me 

me me .

• Repetitive 

translation

• Incomplete 

Translation



Feed Forward

Emb Emb EmbEmb

x1 x2 x4x3

Emb Emb EmbEmb Emb

Multi-Head Inter-Attention

Feed Forward

Soft
Max

Soft
Max

Soft
Max

Soft
Max

Soft
Max

h1 h2 h3 h4 h5

c1 c2 c3 c4

Multi-Head Self-Attention

Backward Encoder

Backward Decoder

x1 x2 x4x3

M×

N×

Backward TranslationNAT DecoderNAT Encoder

Handle repetitive translations 
by similarity regularization

𝐿𝑠𝑖𝑚

s1(h) s2(h) s3(h) s4(h)

Multi-Head Self-Attention

Multi-Head Positional Attention

y1 y2 y4y3 y5

s1(y) s2(y) s3(y) s4(y)

Uniform mapping

st(h) Denote 𝑠𝑐𝑜𝑠 ℎ𝑡, ℎ𝑡+1 in Eqn. 2

st(y) Denote 𝑠𝑐𝑜𝑠 𝑦𝑡, 𝑦𝑡+1 in Eqn. 2

Stacked unit

Handle repetitive translations by 
reconstruction regularization





• Use a phrase translation table to enhance the decoder 

input
Hard word Translation

• Linearly transform source word embeddings to target 

word embeddings to enhance the decoder input

Soft embedding 

mapping

• Regularize the hidden states of the NART model to 

avoid repeated translations
Similarity regularization

• Handle incomplete translations through back-

translation

Back-translation 

regularization





deep 

learning reinforcement learning
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